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4. Results & analysis



Inductive bias in machine learning

Generator Approximation/Discriminator
with a biased capacity to learn



Inductive bias in machine learning: CNN 



Event sequences
?

Music selection
Text messaging
Online postings

Amazon purchases:



Inductive bias in machine learning: 
event sequences

• CNN over time domain (Cui et. al.) – poor scaling to multiple 
timescales (milliseconds vs days).

• RNN with time as input feature – time is used implicitly, not an 
inductive bias. Potentially too flexible. 

• Probabilistic processes – time built into the model, but poor 
feature learning ability.

Merge deep learning feature learning ability with 
probabilistic process’s continuous time handling? 

https://www.cse.wustl.edu/~z.cui/projects/mcnn/


Motivation: Time Scales & Human Memory Decay

More durable learning Less durable learning

Kitty – котенок [kotyonok]



Point Processes

Homogeneous Poisson Process:
Intensity: ℎ 𝑡 = 𝜆
Time between arrivals: 𝑋~𝐸𝑥𝑝 𝜆
Expected number of event: 𝐸 𝑋 = !

"
Nonhomogeneous Poisson Process:
Intensity is a function of time. 

ℎ(𝑡)

ℎ(𝑡)

𝐸𝑣𝑒𝑛𝑡 𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒

𝐸𝑣𝑒𝑛𝑡 𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒



Hawkes Process
A point process … with a twist:
Self excitatory, conditional  
intensity function with an 
exponential decay:

𝜇 − 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
𝛼 − ”𝑗𝑢𝑚𝑝” 𝑟𝑎𝑡𝑒
𝛾 − 𝑑𝑒𝑐𝑎𝑦 𝑟𝑎𝑡𝑒 𝜇

𝛼

𝛾



Expectation of the Intensity

𝜇 − 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦
𝛼 − ”𝑗𝑢𝑚𝑝” 𝑟𝑎𝑡𝑒
𝛾 − 𝑑𝑒𝑐𝑎𝑦 𝑟𝑎𝑡𝑒

Takeaway: given 𝜇, for 𝑖, 𝑗 ∈ 𝑁: if !!
"!
= !"

""
= 𝑐𝑜𝑛𝑠𝑡, 

lim
#→%

𝐸 ℎ& 𝑡 = lim
#→%

𝐸 ℎ' 𝑡



Hawkes Process Divergence

Tug of war between 𝛼, 𝛾

Therefore, force 𝜶 < 𝜸. 
(derived from conditional 
expectation formula)



Controlling a Hawkes Process
• 𝛼 < γ or 𝛼# = 𝛼$𝛾# , 𝛾# 𝑖𝑠 𝑎𝑛𝑦 𝑟𝑎𝑡𝑒



Exact Simulation of Hawkes Process
Conditional  intensity function: 



Scale Inference for Hawkes Process

In music. You heard a catchy song, then:
1) Going on a binge immediately and forget about it

OR

2) Discover your new favorite artist to listen for weeks on end



Scale Inference for Hawkes Process
- Approximate with discrete values on a log-scale: 𝛾# ∈ 𝛾!, 𝛾%, … , 𝛾&
- Simulate S Hawkes processes



Scale Inference for Hawkes Process



Scale Inference for Hawkes Process

Hawkes Process 1

Hawkes Process 2

Hawkes Process 3



Scale Inference for Hawkes Process



HPM Model 
(Plain Hawkes process or “1-to-1”)



What event happened…?
Don’t know timescales -> Infer them 

Don’t know if an event happened -> ?

Marginalize over Event probability



HPM Model Formulation



HPM Model (“1-to-all”)



Dataset
30K recorded sequences of users posting to Reddit.
Relabel each sequence to have events in range [1,50]. 



HPM Variants



LSTM

HPM: 



HPM vs. LSTM
• For LSTM – time information is just another input.
• For HPM – time information is part of its operating memory.



HPM vs. LSTM



Continuous Time – GRU (CT-GRU)

• Same decay mechanism as HPM.
• Same multiscale inference, but no 

longer Bayesian.



CT-GRU (explicit time) vs. GRU (implicit time)



What could be happening? 

1) GRU/LSTM are so robust that the cells 
can always implicitly learns how to 
work with time information. 
Whereas, HPM just learns the same 
information explicitly. 

2) We are not giving tasks where time 
information is complex enough. 



Fin


